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Abstract – In this article need of complete prosody contour 

model in Slovak language are described. Prosody is important 

part of speech synthesis, especially nowadays, when computer 

systems are taking control of many activities. In this article the 

process to model missing prosody contour is mentioned and 

why is it necessary. At the end final prosody contours and 

results of subjective evaluation are shown. For analysis differ-

ent statistic methods are used.   

1 Introduction 

Prosody contour modeling is a part of huge process called 

speech synthesis. The speech synthesis converts written text to 

spoken form. This conversion has more levels of quality based 

on actual needs. It depends on using intension. Part of synthe-

sizer dealing with prosody modeling is not necessary for base 

information transmission, though to sound natural or to pre-

sent emotions and mood. There are some languages (e.g. Chi-

nese language) with need of varying prosody for recognition 

of word’s meaning [1]. 

Prosody on continuous speech melody is simplified. In dig-

ital speech processing prosody represents three variable values 

F0 (fundamental frequency or vocal fundamental frequency), 

duration and energy [2]. We are focused on modeling prosody 

contour in this paper so fundamental frequency is considered 

as the most suitable value for modeling. 

Additional information is provided by the prosodic fea-

tures. Two aspects of prosodic markers are, as described in 

single sentence comprehension: distribution of intonational 

phrase (IPh) boundaries and the positions and type of accents 

[3]. 

Prosody on speech part ended with punctuation mark is ob-

served, simply called sentence.  Sentence prosody has a de-

creasing character, caused also by decreasing amount of air in 

lungs [3]. Every language has own sentence typology. It is 

necessary to have prosody contour for each type, which repre-

sents all sentences in corresponding group. Shorter prosody 

phenomenon is important to recognize specific contour, e.g. 

intonation peak for imperative sentence. Increasing melody in 

some types of questions at the end of sentence is observed.  

This article deals with sentence typology for Slovak lan-

guage, prosody contour modeling for missing sentence types 

(imperative sentences) and changing prosody contour accord-

ing to modeled prosody contours. Theory is mentioned first 

and results are concluded at the end of the article. In section 

Results final prosody contours and also success of changed 

prosody contours are shown. Evaluation by subjective testing 

was performed.  

2 Prosody Contour Modeling 

In TTS (Text-to-Speech) Synthesizer developed on Institute of 

Telecommunication prosody contours for three types of ques-

tions are designed. We decided to expand field of implement-

ed sentence types. Here the process of acquiring final prosody 

contours of imperative sentences is described. 

2.1 Need Analysis 

Current speech synthesizers are able to synthesize text. A 

difference in final quality is observed. Synthesizers by blind 

people to read websites for example are used. The area for our 

research stands in making speech more natural. Possible is to 

change voices, according to male or female voice, child or 

adult sounding voices up to user’s wish. Human answer ac-

cording to mood or importance of information is variable. 

Repeating of the same answer because of not understanding is 

connected with melody changing. Similar announcements, like 

information in which city stands train (speech synthesizer used 

in train to inform travelers about train position), is natural to 

say with accent on city or other similar situations. Here is 

necessary to know context of synthesized text. Good reason 

for changing sentence melody is in case of repeating com-

mands, when GPS device repeatedly corrects the journey. 

2.2 Sentence Typology 

Slovak language knows three grammatical sentence types: 

declarative (Tomorrow I will go to the store.), imperative (Get 

me some water!) and interrogative sentence (What did the 

teacher say to you yesterday?). Recognition character is a 

punctuation mark at the end of each sentence: dot (.) for de-

clarative sentence, exclamation point (!) for imperative sen-

tence and question mark (?) for interrogative sentence. Gram-

matical types are further divided. The wish and exclamatory 

sentences also belong to the sentences with exclamation mark. 

We know more types of questions in Slovak language, e.g. 

declaratory question, yes/no question (question where the 

answer is only yes or no), etc.  

In speech synthesis or text to speech process is appropriate 

to know form of text. Well known are communication sys-

tems, where computer gives questions and on the other side 

user answers. The module for generating prosody will work 
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with questions (interrogative sentences) and answers (declara-

tive sentences) in such case. Another possibility is GPS Navi-

gator with specific commands for reaching the destination. 

Here just imperative sentences with possible duplicating when 

needed are used. 

We aimed to expand the set of prosody contours to expand 

the work that has been done on our department. Three types of 

interrogative sentences and respective prosody contours were 

identified in past years. We found two another different sen-

tence types after analyzing the whole sentence typology. First 

type covers declarative sentences. The melody has decreasing 

character. This phenomenon in Figure 1 on declarative sen-

tence is shown and is called cadency. Another known phe-

nomenon is called anticadency and in Figure 2 on interroga-

tive sentence is shown.  

 

 
Figure 1: Sentence “A man has a freewill.” with shown phe-

nomenon called cadency 

 

Figure 2: Sentence “Did they call?” with shown phenomenon 

called anticadency 

Second type covers all sentences ended with exclamation 

mark (imperative, wish and exclamatory sentences). We fo-

cused on second type in this article.  

2.3 Creating Database 

In order to obtain the prosody contour it is important to ana-

lyze the speech database. Databases using corpora are de-

scribed in [4] for English, in [5] for Japanese, English and 

Chinese. Databases using elicited speech are described in [6] 

for Swedish, in [7] for Hebrew. Databases using acted speech 

are described in [8] for Burmese and Mandarin, in [9] for 

Japanese, in [10] for Russian, in [11] for Finnish, in [12] for 

Spanish.  

The first step was to create database of imperative or other 

sentences. We picked up imperative sentences containing one 

word, two words, three words, four words and five words. In 

all groups remained the most proper candidates. The whole 

database consists of at least 200 different sentences. One of 

groups (one word sentence) in Table 1 is shown. 

 

 

 

 

Table 1: One word group members 

imperative sentences 

1 word 

Stop! Attention! Repeat! 

Stay! Don't sass! Run away! 

Don't repeat! Run! Don't stop! 

Open! Eat! Work! 

Cut! Drink! Chop! 

Go! Count! etc. 
 

The whole database was recorded and post processed using 

the software Audacity 2.0.3. For recording two speakers were 

chosen and as recording device external microphone was used.  

Segmented audio files in WAV format to get prosody con-

tour of fundamental frequencies were than processed. We used 

freely available program PRAAT. The fundamental frequen-

cies acquired from PRAAT are written in text files and ready 

for further processing. One word sentence  prepared for pro-

cessing in Table 2 is shown. 

Table 2: One word sentence (in Slovak language) with ex-

tracted F0 in corresponding times 

Sentence: „Go!“  

time F0 time F0 

0,124 165,28 0,204 138,39 

0,134 166,31 0,214 145,51 

0,144 164,54 0,224 148,28 

0,154 160,83 0,234 146,83 

0,164 156,91 0,244 147,63 

0,174 151,47 0,254 144,4 

0,184 148,12 0,264 137,29 

0,194 143,47 0,274 135,5 

2.3.1 PSOLA 

The program PRAAT is a robust tool for audio signal pro-

cessing. The functionalities related to get and to change proso-

dy contour were used by our research. Algorithm PSOLA 

(Pitch-Synchronous Overlap-Add) to change prosody contour 

is used. 

The PSOLA technique in speech processing to change the 

pitch of a speech audio signal without affecting its duration is 

often used. A very simple method to modify the fundamental 

frequency is to change the duration of the speech signal. We 

decrease the fundamental frequency by adding more periods 

and otherwise it is possible to increase fundamental frequency 

by removing relevant number of periods [13]. The feature that 

speech signal is quasiperiodic in PSOLA algorithm is used. 

The period by using Hamming window is isolated (another 

possibility is to use Hannig, Blackman, Barlett or Kaiser win-

dow). Such isolated periods from parts where is necessary to 

change fundamental frequency are added or removed. The 
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increasing fundamental frequency process in Figure 3 is shown 

[14].   

 
Figure 3: The representaion of increasing fundamental fre-

quency 

There are other algorithms to change prosody, e.g. OLA 

(Overlap-Add), MBROLA (Multi band Resynthesis Overlap-

Add) and sinusoidal models [15]. 

2.4 Median Filtering 

The text files with extracted fundamental frequencies to per-

sonal correction of two correctors were submitted. The aim of 

correction was to control the individual values. If values were 

extremely high (i.e. 553 Hz instead of maximal value 203 Hz) 

they were removed and replaced with new optimal values. We 

decided to set optimal values with median filter. The window 

on size three was set. All prosodic contours by median filter 

with size three were smoothed without any critical effects on 

prosodic phenomenon. The size was set up on three to avoid 

changing prosodic phenomenon and to smooth uneven curves. 

Median filter uses windows with various sizes. If the win-

dow size is three, then filter takes three values in row. Values 

in order upward are sorted. Finally the middle value is picked. 

Median filtrated 1D signal is shown below. Input signal is x[n] 

and output signal is y[n], where n is discrete time [16]. Indi-

vidual steps of median operation are listed below. 

 

x[n] = [3 45 8 16] 

 

y[1]=Median[3 3 45] = 3 

y[2] = Median[3 45 8] = Median[3 8 45] = 8 

y[3] = Median[45 8 16] = Median[8 16 45] = 16 

y[4] = Median[8 16 16] = Median[8 16 16] = 16 

 

y[n] = [3 8 16 16] 

2.5 Normalization 

It is necessary to normalize the whole database after applying 

median filter. Every contour in every group (e.g. three words 

or four words sentences) needs to be normalized as seen in 

Figure 4. The optimal value of normalization samples on 1000 

after analyzing all parameters was set. 

 

 
Figure 4: Sentence built-up of four words before normalization 

Acquired prosody contour is linear interpolation of discrete 

values seen in formula (1). 
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[x1, y1] are coordinates for start point and [x2, y2] are coordi-

nates for end point of interpolation. Point [x, y] is actual posi-

tion in linear dependency.  

In Figure 5 normalized prosody contour of the same sen-

tence is shown. On x- axis are normalized samples and on y- 

axis is fundamental frequency. 

 

 
Figure 5: The same four words sentence as in Figure 3 after 

normalization 

2.6 Low Pass Filtering 

For smoothing the prosody contour low pass filter is used [17]. 

We used low pass filter with window size five. Low pass filter 

has dimensions [1 2 3 2 1]. The dimensions as well as window 

sizes were tested to get optimal influence on contour. E.g. 

window size three is too low to smooth the curve. The prosody 

contour of the same sentence as mentioned above after apply-

ing low pass filter with window size five in Figure 6 with red 

color is shown. The blue one is before applying low pass filter. 
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Figure 6: Prosody contour of the same sentence as in Figure 3 

and Figure 4 with applied low pass filter with window size 5 is 

shown with red line. Prosody contour before applying low 

pass filter is shown with blue line 

2.7 Average Normalized Prosody Contour 

For acquiring general prosody contour for each group statisti-

cal method was used. Every representative in each group has 

1000 normalized values which are summarized. Then average 

normalized values faver_norm(i) with formula (2) are calculated 

and average normalized prosody contour is created. In formula 

(2) is N number of normalized samples (as mentioned above 

N=1000) and f0(n,i) are fundamental frequencies according to 

specific speaker. The variable values faver_norm(i) assures  the 

speaker independence [13].   

N

inf

if

N

n
normaver


 1

0

_

),(

)(    (2) 

2.8 Changing Prosody Contour 

We need to proof rightness of changed prosody in imperative 

sentences with modeled prosody contours. Prosody changing 

by our earlier module used in Modular synthesizer designed 

on Institute of Telecommunication on STU was performed. 

The whole process in [13] is described. 

3 Subjective Testing 

The evaluation was taken by 35 users. We created website to 

collect all data from 35 users. Questionnaire by three questions 

was made. In each question: “Which imperative sentence 

sounds more natural?” were two possibilities. The mentioned 

sentences are: “Attention!”(in Slovak language has the sen-

tence one word “Pozor!”), “Clean up the room!”(in Slovak 

language has the sentence two words “Uprac izbu!”), “Listen 

to good music!”(in Slovak language has the sentence three 

words “Počúvame dobrú hudbu!”) and the last “Stop doing 

any mess at home!” (in Slovak language has the sentence four 

words “Prestaň doma robiť neplechu!”). In each question are 

two WAV files one with monotonous melody and the second 

adapted to the predicted modeled contour. 

 

 

4 Results 

In this section the final prosody contours for imperative sen-

tences are summarized. The method for subjective testing to 

proof the naturalness of synthesized speech was designed.  

4.1 The acquired Prosody Contours 

The general contours for each group are shown below. In 

Figure 7 general prosody contour for one word imperative 

sentence is shown. 

 

 
Figure 7: General prosody contour for one word sentence  

In Figure 8 general prosody contour for two words impera-

tive sentence is shown. 

 

 
Figure 8: General prosody contour for two words sentence  

In Figure 9 general prosody contour for three words imper-

ative sentence is shown. 

 

 
Figure 9: General prosody contour for three words sentence  
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In Figure 10 general prosody contour for four words im-

perative sentence is shown. 

 

 
Figure 10: General prosody contour for four words sentence  

In Figure 11 general prosody contour for five words im-

perative sentence is shown. 

 

 
Figure 11: General prosody contour for five words sentence  

4.2 The Evaluation of Subjective Testing 

The subjective testing according to recommendations ITU-R 

BT.500-13 and ITU-R BS.1116-1 was designed. In evaluation 

following results were obtained. From 35 respondents were 30 

satisfied with prosody change in first one word sentence 

(85,71%), in the second two words sentence were satisfied 32 

respondents (91,43%), in the third three words sentence were 

satisfied 30 respondents (85,71%) and in last four words sen-

tence were satisfied again 30 respondents (85,71%). 

5 Conclusion 

The intonational peak at the beginning of imperative sentence 

in every type of sentence group was observed. The prosody 

contour begins with increase of fundamental frequency up to 

maximum and then decreases to the end of sentence. The 

width of intonational peak decreases with the rising count of 

words in imperative sentence. This assumption in groups of 

one word, three words, four words and five words except 

group of two words sentences was confirmed. This fact leads 

us to test this phenomenon with subjective testing. The results, 

as shown in section above, prove naturalness of two words 

prosody contour. 

Our explanation is that Slovak language has sentence ac-

cent on first word and word accent on first syllable. 

We consider his phenomenon as very interesting and here 

we see the possibility to continue with research. 

The general prosody contour has two ways of being mod-

eled. The difference is in order of all mentioned processes. 

The first prosody contour (red line) is acquired in order of 

three processes: first normalization of all representatives, than 

average normalization and at the end low pass filtration of 

eventual average normalized contour. The second prosody 

contour (blue line) is acquired in order of applying at first low 

pass filter on every representative in a whole group, than nor-

malization of each low pass filtered representatives and at the 

end calculating average normalized prosody contour. The 

comparison of two curves in Figure 12 is shown. On x-axis are 

normalization samples and on y-axis is fundamental frequen-

cy. 

 

 
Figure 12: The comparison of two prosody contours calculated 

in two different ways 

Difference is not very significant. It result that using low 

filtration once, not on every representative, is not so distorting. 

So the first sequence was picked up: normalization, calcula-

tion of average normalized prosody contour and final low pass 

filtering. 

From acquired responses in questionnaire results that all 

the modeled prosody contours for imperative sentences are 

appropriate.  

Using appropriate and natural prosody contour especially 

for imperative sentences is very useful for GPC devices or 

other navigations. Devices generate many statements and 

commands for user. Lexical meaning is clear (nothing changes 

in command) but acting like real human behind navigation 

device makes it comfortable and convenient for the user. 
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